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Overview
• From tabular and network data to text data

• Recap

• Overview of approaches for different types of data

• Introduction to Natural Language Processing (NLP)

• Text Pre-Processing

• What are ‘latent embeddings’ again?

• From One-Hot to Word Vectors 

• From Vanilla Neural Networks to Sequential Models: Recurrent Neural Networks, Transformers

• Recent NLP developments

• Multimodality

• NLP vs. Computer Vision (CV) models: A high level understanding

• Capturing multimodal information in DL models. How to combine information from different types and sources

• Model Risks

• What to watch out for: Data, Modelling, Evaluation, Deployment

• Inc. model explainability and interpretability



What we 
will focus 

on

• Intuition
• Mental models
• Patterns
• Concepts



How did we combine tabular and network data?
SAR kycRiskScore income tenureMonths creditScore state nbrPurchases90d avgTxnSize90d totalSpend90d nbrDistinctMerch90d

0 3 110300 5 757 PA 10 153.8 1538 7
0 2 107800 6 715 NY 22 1.59 34.98 11
0 1 74000 13 751 MA 7 57.64 403.48 4
0 0 57700 1 659 NJ 14 29.52 413.28 7
0 1 59800 3 709 PA 54 115.77 6251.58 16
0 1 43500 11 717 CT 18 36.11 649.98 11
0 0 70200 9 720 ME 17 55.38 941.46 7
1 1 5900 1 772 MA 0 36.88 0 0
0 1 11400 43 727 NY 2 159.05 318.1 1
0 1 36700 12 735 PA 86 37.25 3203.5 41
0 0 43700 4 660 CT 19 6.49 123.31 14
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What if we have visual, text, audio data?

We refer to different types of information as 
information of different modalities

More than 1 type of information multimodality



Two general approaches

Traditional 
Machine Learning

Information 
from different 

modalities

Pre-process & 
generate features 

such as …

• Tabular data interactions
• Network centrality stats.
• Word frequencies
• Image hue/saturation/value

Train model



Two general approaches

Traditional 
Machine Learning

Deep Learning

Information 
from different 

modalities

Pre-process & 
generate features 

such as …

• Tabular data interactions
• Network centrality stats.
• Word frequencies
• Image hue/saturation/value

Pre-process

Train model

Train model 
(usu. with some 
inductive bias)

Model learns useful 
features 



Let’s discuss!

Traditional 
Machine Learning

Deep Learning

Information 
from different 

modalities

Pre-process & 
generate features 

such as …

• Tabular data interactions
• Network centrality stats.
• Word frequencies
• Image hue/saturation/value

Pre-process

Train model

Train model 
(usu. with some 
inductive bias)

Model learns useful 
features 

How do we know what 
features are useful?

How do we encourage 
(induce) the deep 

learning model to learn 
effectively?



What we will cover today …

Traditional 
Machine Learning

Deep Learning

Information 
from different 

modalities

Pre-process & 
generate features 

such as …

• Tabular data interactions
• Network centrality stats.
• Word frequencies
• Image hue/saturation/value

Pre-process

Train model

Train model 
(usu. with some 
inductive bias)

Model learns useful 
features 

How do we know what 
features are useful?

How do we encourage 
(induce) the deep 

learning model to learn 
effectively?

Fundamental differences b/w ML and DL 
approaches in natural language 

processing (NLP)

Explainability and 
Interpretability of ML and DL 

models (XAI)

Key DL models for NLP and how 
they cater to text data 

characteristics 



NLP: Key text processing concepts

• Corpus Document Sentence Token

• What are tokens?

• Are they words?



NLP: Key text processing concepts

• How do you get unique tokens?

• Lemmatization: improving improve

• Stemming: improving improv

• Why do you want unique tokens?

• Vocabulary

• N-grams

• ‘star’, vs ‘star wars’ vs ‘star power’ vs. ‘dancing with the stars’



What is the simplest way to represent text numerically?

• Say you have these 2 simple sentences (which we treat as 2 documents for simplicity)

1. The banks in the island of Singapore were flooded

2. The banks of the river in Singapore were flooded

• What’s an issue with this simple approach?

• Are repeated words/tokens more or less important?

floodedriverwereSingaporeofislandinbankstheDoc

1

2



What is slightly smarter way to represent text numerically?

• Term frequency (TF) – # of times token in document vs. # tokens in document

• Inverse document frequency (IDF) – informativeness of a token

• of # of documents ( ) in corpus / # of times token appears in a document 
( ௧)

• Which is larger, rarer? ଵ଴ or ଵ଴

• TFIDF – TF IDF

• Word that appears many times in a specific document (TF) and is very 
informative (IDF) Higher TFIDF score

• This still does not solve another issue – think about the token ‘bank’



• We use the word latent or embeddings a lot in deep learning

• Can treat as unobserved underlying factors

Latent, latent, latent



• Document is mixture of topics

• Topics are mixture of words

• We can learn a model (with some parameters) to find topics

• Not easy to understand, requires some understanding of probabilistic modelling

• For the curious, good primers available here: 

• https://medium.com/@lettier/how-does-lda-work-ill-explain-using-emoji-108abf40fa7d

• https://towardsdatascience.com/topic-modeling-with-lsa-plsa-lda-nmf-bertopic-top2vec-a-comparison-5e6ce4b1e4a5

Latent Dirichlet Allocation (LDA)

Docs Topic Words
We want to find K 

topics in the 
documents

Observed Latent Observed



Latent Dirichlet Allocation (LDA)

• An example

• What is the K here?

• See if you can find logical groupings of 
words

• Unfortunately, number of K (# of 
latent/underlying topics) requires 
experimentation

• What does this remind you of from 
prev. classes?

• We’ll try later



What if we could map words to a set of numbers that is 
meaningful?

https://towardsdatascience.com/creating-word-embeddings-coding-the-word2vec-algorithm-in-python-using-deep-learning-b337d0ba17a8

We call these latent or embedding spaces



Word2Vec

• Learns word vectors. How?

• Basic flow (much more details than this, but simplified here) 

210Token

0.7670.2780.126King

0.2340.3670.237Queen

0.4530.4750.443Man

0.8990.3760.222Woman

…………

Initialize an embedding – think of it as 
a super shallow neural network where 
each token has say 3 weights

For more details, can refer to https://jalammar.github.io/illustrated-word2vec/



Word2Vec

• Learns word vectors. How?

• Basic flow (much more details than this, but simplified here) 

210Token

0.7670.2780.126King

0.2340.3670.237Queen

0.4530.4750.443Man

0.8990.3760.222Woman

…………

Initialize an embedding – think of it as 
a super shallow neural network where 
each token has say 3 weights

For more details, can refer to https://jalammar.github.io/illustrated-word2vec/

Get training samples

1. The ____ of England and his 
Queen

2. A ____ and a woman
3. The King of England and his ____
4. A man and a ____



Word2Vec

• Learns word vectors. How?

• Basic flow (much more details than this, but simplified here) 

210Token

0.7670.2780.126King

0.2340.3670.237Queen

0.4530.4750.443Man

0.8990.3760.222Woman

…………

Initialize an embedding – think of it as 
a super shallow neural network where 
each token has say 3 weights

For more details, can refer to https://jalammar.github.io/illustrated-word2vec/

Get training samples

1. The ____ of England and his 
Queen

2. A ____ and a woman
3. The King of England and his ____
4. A man and a ____

Predict missing token 
using embedding, and 

compute error



Word2Vec

• Learns word vectors. How?

• Basic flow (much more details than this, but simplified here) 

210Token

0.7670.2780.126King

0.7340.3970.227Queen

0.6530.3750.243Man

0.8990.3760.222Woman

…………

Initialize an embedding – think of it as 
a super shallow neural network where 
each token has say 3 weights

For more details, can refer to https://jalammar.github.io/illustrated-word2vec/

Get training samples

1. The ____ of England and his 
Queen

2. A ____ and a woman
3. The King of England and his ____
4. A man and a ____

Predict missing token 
using embedding, and 

compute error

Update weights to 
reduce error



• When training is completed, each word is represented by a vector

• Why is this useful?

• E.g., for sentiment analysis, i.e., predict whether a sentence is positive or 
negative in sentiment? 

Word2Vec

210Token

0.7570.2780.146King

0.8340.3770.227Queen

0.7530.2750.143Man

0.8990.3760.222Woman

…………

NLP task, e.g., sentiment analysis

Think about the dimensions of 
Word2Vec representation vs. a one-

hot of TFIDF representation
Think about the semantics (meaning) 
of a Word2Vec representation vs. a 

one-hot of TFIDF representation 



From word vectors to neural networks for text

• Word2Vec is shallow. 

 Recall why deeper neural networks can sometimes be better.

• Word2Vec is context-independent

 Recall the word ‘bank’

• We still need some model to use the embeddings for different tasks, e.g., sentiment 
analysis

 Machine learning – Any of the models we learnt can be used – Logistic 
regression, decision trees, random forest, XGBoost …

• But basic ML models generally do not consider a very important aspect of text and language. 
Can you guess one characteristic that ML models usually do not address?

• More recent deep learning models can usually learn richer semantics



Demonstration -

• https://huggingface.co/spaces/merve/GPT-2-story-gen



Key deep learning models for NLP

• Recurrent Neural Networks (RNN)
• Gated Recurrent Units (GRU)

• Long Short-Term Memory (LSTM)

• Been around for a long time, more than 30 years, GRU and LSTM are more 
modern variants (that are also more than 10 years old)

• Can be used for any sequences, whether text or time-series

• More details in a while



Key deep learning models for NLP

• Transformers
• Based on basic idea of self-attention, proposed in 2017

• Key driver of many of the interesting NLP models you see today

• Not restricted to sequences, can be used in other domains such as computer 
vision and networks/graphs

• More details in a while



First, … Deep Learning 101

• Neural networks are basically layers and layers of neurons (weights)

• Get predictions by passing input data through weights (forward prop.)

• Get error and update weights (backward prop.)

For a simple example, see https://mattmazur.com/2015/03/17/a-step-by-step-backpropagation-example/

Forward Propagation



First, … Deep Learning 101

• Neural networks are basically layers and layers of neurons (weights)

• Get predictions by passing input data through weights (forward prop.)

• Get error and update weights (backward prop.)

For a simple example, see https://mattmazur.com/2015/03/17/a-step-by-step-backpropagation-example/

Forward Propagation Backward Propagation



First, … Deep Learning 101

• Neural networks are basically layers and layers of neurons (weights)

• Get predictions by passing input data through weights (forward prop.)

• Get error and update weights (backward prop.)

For a simple example, see https://mattmazur.com/2015/03/17/a-step-by-step-backpropagation-example/

Forward Propagation Backward Propagation Stochastic Gradient Descent (from Andrew Ng)



Deep Learning for Language

• Recall

• What are the specific characteristics of text and language data?

• It is a s _ _ _ _ _ _ _

• Meaning depends on c _ _ _ _ _ _

The banks of Singapore river are flooded 



Recurrent Neural Networks

Figures from https://d2l.ai/



• I know figures look complex, but no need to worry about details

• Basic idea is that we need someway to determine how much of prev. memory to 
retain and use

RNN Variants - GRU and LSTM

Figures from https://d2l.ai/



• What are the tasks that a RNN can be used for?

Recurrent Neural Networks in Use

Figures from http://karpathy.github.io/2015/05/21/rnn-effectiveness/



Key Issues re. Recurrent Neural Networks

Figures from https://d2l.ai

Memory

Training



Transformers

• Technical description: 
https://nlp.seas.harvard.edu/2018/04/03/attention.html

• Visual description: http://jalammar.github.io/illustrated-transformer/

• Arguably one of the most important models 
proposed for NLP (and maybe other fields) in 
the last decade

• Key step in transformer is called attention



Comparing attention with RNN

Figures from Time Series Forecasting With Deep Learning: A Survey, Lim et al., 2020



A single attention step

The banks of Singapore river are flooded 

𝑳𝒊𝒏𝒆𝒂𝒓𝑸 𝑳𝒊𝒏𝒆𝒂𝒓𝑲 𝑳𝒊𝒏𝒆𝒂𝒓𝑽 

𝑸𝒖𝒆𝒓𝒚 𝑲𝒆𝒚 𝑽𝒂𝒍𝒖𝒆

Attention Scores = Query ⋅ Key Updated Token Representation = Attention Scores ⋅ Value

Ability to capture information 
from all tokens in sequence is 

both a strength and weakness!

Why?



Encoders and Decoders in Transformers

Encoder

Decoder

En
co

de
r Decoder

Inputs

Task

Reconstruct

Representation



Tokenization in transformers – slightly different from prev.

From http://jalammar.github.io/illustrated-transformer/

WordPiece tokenization → subwords.



The many variants of transformers

https://huggingface.co/docs/transformers/model_doc/albert

Key concept:

Pre-trained 
Models



Pre-trained models and transfer learning

From Natural Language Processing with Transformers



Language modelling

From Natural Language Processing with Transformers

Input: Data sample

Model After training, model can be 
used for other tasks



Different NLP Tasks

Input Model Output

{'document': 'Recent reports have linked some France-based players with returns to Wales.\n"I\'ve always felt - and this is with my rugby hat on now; this is not region or WRU - I\'d rather spend that 
money on keeping players in Wales," said Davies.\nThe WRU provides £2m to the fund and £1.3m comes from the regions.\nFormer Wales and British and Irish Lions fly-half Davies became WRU 
chairman on Tuesday 21 October, succeeding deposed David Pickering following governing body elections.\nHe is now serving a notice period to leave his role as Newport Gwent Dragons chief 
executive after being voted on to the WRU board in September.\nDavies was among the leading figures among Dragons, Ospreys, Scarlets and Cardiff Blues officials who were embroiled in a 
protracted dispute with the WRU that ended in a £60m deal in August this year.\nIn the wake of that deal being done, Davies said the £3.3m should be spent on ensuring current Wales-based stars 
remain there.\nIn recent weeks, Racing Metro flanker Dan Lydiate was linked with returning to Wales.\nLikewise the Paris club\'s scrum-half Mike Phillips and centre Jamie Roberts were also touted 
for possible returns.\nWales coach Warren Gatland has said: "We haven\'t instigated contact with the players.\n"But we are aware that one or two of them are keen to return to Wales sooner rather 
than later."\nSpeaking to Scrum V on BBC Radio Wales, Davies re-iterated his stance, saying keeping players such as Scarlets full-back Liam Williams and Ospreys flanker Justin Tipuric in Wales 
should take precedence.\n"It\'s obviously a limited amount of money [available]. The union are contributing 60% of that contract and the regions are putting £1.3m in.\n"So it\'s a total pot of just 
over £3m and if you look at the sorts of salaries that the... guys... have been tempted to go overseas for [are] significant amounts of money.\n"So if we were to bring the players back, we\'d probably 
get five or six players.\n"And I\'ve always felt - and this is with my rugby hat on now; this is not region or WRU - I\'d rather spend that money on keeping players in Wales.\n"There are players coming 
out of contract, perhaps in the next year or so… you\'re looking at your Liam Williams\' of the world; Justin Tipuric for example - we need to keep these guys in Wales.\n"We actually want them there. 
They are the ones who are going to impress the young kids, for example.\n"They are the sort of heroes that our young kids want to emulate.\n"So I would start off [by saying] with the limited pot of 
money, we have to retain players in Wales.\n"Now, if that can be done and there\'s some spare monies available at the end, yes, let\'s look to bring players back.\n"But it\'s a cruel world, isn\'t 
it?\n"It\'s fine to take the buck and go, but great if you can get them back as well, provided there\'s enough money."\nBritish and Irish Lions centre Roberts has insisted he will see out his Racing 
Metro contract.\nHe and Phillips also earlier dismissed the idea of leaving Paris.\nRoberts also admitted being hurt by comments in French Newspaper L\'Equipe attributed to Racing Coach Laurent 
Labit questioning their effectiveness.\nCentre Roberts and flanker Lydiate joined Racing ahead of the 2013-14 season while scrum-half Phillips moved there in December 2013 after being dismissed 
for disciplinary reasons by former club Bayonne.', 'id': '29750031', 'summary': 'New Welsh Rugby Union chairman Gareth Davies believes a joint £3.3m WRU-regions fund should be used to retain 
home-based talent such as Liam Williams, not bring back exiled stars.'}

A datapoint

• What is the task?
• What are the inputs?
• What are the outputs/labels?



Different NLP Tasks

Input Model Output

{
"label": 0,
"text": "I love sci-fi and am willing to put up with a lot. Sci-fi movies/TV are usually underfunded, under-appreciated and misunderstood. I tried to like this, I really did, but it is to good TV sci-fi as 

Babylon 5 is to Star Trek (the original). Silly prosthetics, cheap cardboard sets, stilted dialogues, CG that doesn't match the background, and painfully one-dimensional characters cannot be 
overcome with a 'sci-fi' setting. (I'm sure there are those of you out there who think Babylon 5 is good sci-fi TV. It's not. It's clichéd and uninspiring.) While US viewers might like emotion and 
character development, sci-fi is a genre that does not take itself seriously (cf. Star Trek). It may treat important issues, yet not as a serious philosophy. It's really difficult to care about the characters 
here as they are not simply foolish, just missing a spark of life. Their actions and reactions are wooden and predictable, often painful to watch. The makers of Earth KNOW it's rubbish as they have to 
always say \"Gene Roddenberry's Earth...\" otherwise people would not continue watching. Roddenberry's ashes must be turning in their orbit as this dull, cheap, poorly edited (watching it without 
advert breaks really brings this home) trudging Trabant of a show lumbers into space. Spoiler. So, kill off a main character. And then bring him back as another actor. Jeeez! Dallas all over again.",
}

A datapoint

• What is the task?
• What are the inputs?
• What are the outputs/labels?



Different NLP Tasks

Input Model Output

{'chunk_tags': [11, 21, 11, 12, 21, 22, 11, 12, 0],
'id': '0',
'ner_tags': [3, 0, 7, 0, 0, 0, 7, 0, 0],
'pos_tags': [22, 42, 16, 21, 35, 37, 16, 21, 7],
'tokens': ['EU',
'rejects',
'German',
'call',
'to',
'boycott',
'British',
'lamb',
'.’]}

['O', 'B-PER', 'I-PER', 'B-ORG', 'I-ORG', 'B-LOC', 'I-LOC', 'B-MISC', 'I-MISC']

A datapoint

• What is the task?
• What are the inputs?
• What are the outputs/labels?



Different NLP Tasks

Input Model Output

{'en': 'Measuring instruments for cold water meters for non-clean water, alcohol meters, certain weights, tyre pressure gauges and equipment to measure the standard mass of grain or the size of 
ship tanks have been replaced, in practice, by more modern digital equipment.', 'ro': 'Instrumentele de măsură pentru contoarele de apă rece pentru apa murdară, alcoolmetrele, anumite greutăți, 
manometrele pentru presiunea din pneuri și echipamentele de măsură pentru masa standard de cereale sau pentru dimensiunea rezervoarelor de nave au fost înlocuite, în practică, de echipamente
digitale mai moderne.'}

A datapoint

• What is the task?
• What are the inputs?
• What are the outputs/labels?



Different NLP Tasks



Recent NLP Developments

From https://medium.com/nlplanet/a-brief-timeline-of-nlp-from-bag-of-words-to-the-transformer-family-7caad8bbba56



Key differences between the (overwhelming) # of 
transformers

• What is the dataset that the model is (pre)-trained on?

• How do you tokenize and generate training samples?

• How do you mask?

• How do you train?

• How do you encode and/or decode?

• How do you address limitations of the attention score?



• Why do we use pre-trained models?
• What are large language models?

Est. cost to train GPT-3 - $14m in 
compute



• What is model fine-tuning (recall transfer learning)?

Figures from https://d2l.ai



CNN vs NLP Models



CNN vs NLP Models

From https://developer.nvidia.com/discover/convolutional-neural-network



Comparing CNN with RNN & Attention-based Models

Figures from Time Series Forecasting With Deep Learning: A Survey, Lim et al., 2020



Capturing multimodal information

ML or DL Model CNN

RNN or 
Transformer GNN



Capturing multimodal information

ML or DL Model

CNN

RNN or 
Transformer

GNN

These can be pre-trained based on 
other datasets



Capturing multimodal information

CNN

RNN or 
Transformer

GNN

These can be pre-trained based on 
other datasets



Capturing multimodal information

Still an active area of research!

• How to most effectively combine information from different modalities 
(multimodal fusion)?
• How to align?
• How to balance?

• How to interpret and explain a multimodal model?



Model Risks



General Flow

Input Model Output

Training Data
Features Labels

Train

Trained model
Testing & 
Validation  
Features

Prediction

EvaluateTesting & 
Validation DataFeatures

Labels
Deploy & Use



What to watch out for

Data Data quality, bias, leakage

Modelling Model Selection, Under vs. Overfitting, Explainability and 
Interpretability

Evaluation Appropriateness of metrics

Deploy Drifts



Data quality
• Accuracy

• E.g., mis-labelled illicit transactions

• Completeness
• E.g., omission of transactions stored in another banking system

• Consistency
• E.g., unclear instructions when designating a loan as defaulted

• Currency
• E.g., characteristics/distribution of fraudulent transactions changing over time 

due to change in tech. and consumer behaviour

Addressing all of these is a pipe-
dream.

But important to know if these 
exist in the data.



Data Bias

Model



Examples of harmful data bias
• Distribution bias

• Personal attributes

• Representation bias
• Match general population but under-represent certain segments

• Implicit bias
• Not all bias are obvious, e.g., gender vis-à-vis income vis-à-vis location vis-à-vis 

race

• Labelling bias
• Even experts label things differently, e.g., 2nd opinions?



Data leakage

• Very common even for random train, validation test splits
• Using total time customer spent in bank to predict customer purchase intent 

so as to act on it while customer still in bank

• Use data before to predict prob. of default at , data before includes 
post-default adjustments

• Predicting illicit transactions using complete incident reports

• Using mean and standard deviation of entire dataset to scale/normalize data

Train Validate Test

There is a whole paper on this at https://reproducible.cs.princeton.edu/



What is a good indication of data issues?

• Extreme results
• Especially when compared to a naïve model

• Both ways

• Too good – data leakage, evaluation errors ….

• Too bad – dirty data, evaluation errors …



What to watch out for

Data Data quality, bias, leakage

Modelling Model Selection, Under vs. Overfitting, Explainability and 
Interpretability (leave this to the end)

Evaluation Appropriateness of metrics

Deploy Drifts



• Is the metric fit for purpose?

• Remember recall vs. precision for single class

• Multiple classes? 

• What if the task requires a list of predictions?

• Ranking?

• Many metrics – important to understand how it relates to task

Appropriateness of Metrics



What is a good sanity check?

Naïve or 
simple 
rule-based 
model



What is a good sanity check?

Error analysis



What to watch out for

Data Data quality, bias, leakage

Modelling Model Selection, Under vs. Overfitting, Explainability and 
Interpretability

Evaluation Appropriateness of metrics

Deploy Drifts



Signal-to Noise & Non-Stationarity

https://on.ft.com/3z3LU8J



Drift

• Data drift: Using credit transaction data before chip and pin to 
train a model for data after chip and pin 

• Concept drift: Using the same model to detect fraud after it 
becomes known that your model depends on a specific network 
centrality measure to detect fraud



Recap – Text Processing
• How do you break down text into units?

• Why?

• What needs to be done before a ML or DL model can learn from text data?

• What is a simple way to represent text data numerically?

• Advantages and disadvantages?

• 1a. Text processing and visualization



Recap – Latent Stuff
• What does ‘latent’ mean in ML or DL?

• Why do we learn ‘latent’ information?

• What does learning a ‘latent’ representation of text or a word lead to?

• How can we use these ‘latent’ representations? 

• 1b. Topic modelling

• 2. Word vectors



Recap – NLP Models
• What are 2 key features of text data we need to recognize?

• How does a recurrent neural network deal with such features of text data?

• How does a transformer deal with such features of text data?

• 3. Transformers & RNNs (warning, may be a little complex, just try to get the gist)



Recap – Pre-Training
• People frequently use the term ‘LLM’ when talking about NLP models these days

• What is the first ‘L’?

• What is ‘LM’?

• What is an advantage of using a pre-trained model?

• What are 2 ways of using pre-trained models?

• Can we use pre-trained models when we have multimodal information?

• 4. Pre-trained NLP models for different tasks



Recap – Model Risks

Data Three things to watch out for re. data?

Modelling Model Selection, Under vs. Overfitting, Explainability and 
Interpretability

Evaluation Should we just accept it when results look really really good?

Deploy What can cause a model to be less effective over time?



What to watch out for

Data Data quality, bias, leakage

Modelling Model Selection, Under vs. Overfitting, Explainability and 
Interpretability

Evaluation Appropriateness of metrics

Deploy Drifts



Case 
Study



Spot the issue ….



Corrected



What to watch out for

Data Data quality, bias, leakage

Modelling Model Selection, Under vs. Overfitting, Explainability and 
Interpretability

Evaluation Appropriateness of metrics

Deploy Drifts



So far, you have encountered:

• Decision trees

• Random Forest

• XGBoost

• K-nearest neighbors

• Linear discriminant analysis

• Linear regression, Logistic regression

• Support vector machines

Supervised Learning Unsupervised Learning
• Clustering - K-means

• Isolation Forest

• Dimensionality reduction - Principal 

component analysis

• Latent Dirichlet Allocation – Topic Modelling

Neural Networks

• Multilayer Perceptron/Dense Neural Network

• Convolutional Neural Network

• Transformer

• Recurrent Neural Network

• Graph Neural Network



Can we say that a model is not suitable for a specific task?

• Decision trees

• Random Forest

• XGBoost

• K-nearest neighbors

• Linear discriminant analysis

• Linear regression, Logistic regression

• Support vector machines

Supervised Learning Unsupervised Learning
• Clustering - K-means

• Isolation Forest

• Dimensionality reduction - Principal 

component analysis

• Latent Dirichlet Allocation – Topic Modelling

Neural Networks

• Multilayer Perceptron/Dense Neural Network

• Convolutional Neural Network

• Transformer

• Recurrent Neural Network

• Graph Neural Network



It depends.

• Structured, i.e. tabular data: Ensembles of tree-based models (XGBoost, LightGBM, Random Forest) 
generally work well

• But lots of ongoing research on neural networks for tabular data, some look promising but early 
days

• Feature engineering and hyper-parameter tuning are key for now



It depends.

• Time series: Classical time series methods (ARIMA, GARCH) still work well, and trusted

• But cannot deal with unstructured information

• Some promising methods in machine/deep learning, but use with care:

• Zillow’s Zestimate led to deep losses probably cause they over-tuned it and trusted it too 
much

• Non-stationary distributions means that drift is a key issue for time series models



It depends.

• Unstructured data, images and text: Deep learning models dominate

• RNNs for text, CNNs for images work well

• But transformers taking centre stage for both modalities in last 2-3 years

• If you have enough data and a known task, results usually pretty good

• Multimodal

• Still a very open research area

• Caution: But what I say now may be outdated tomorrow

• Field is moving a breakneck pace, pace is many times faster than most other modelling-related 
fields

• How then?



• What are the unique characteristics of your data? (understand your data intimately, if 
not, rest of steps are futile)

• What has worked for the problem or task? (frame your task properly)

• If problem or task is unique, what is a similar problem or task?

• Get a naïve baseline (don’t bluff yourself)

• Choose a simple model, e.g., simple mean, linear or logistic regression

• Consider a few challenger models (backup plans)

• Train and evaluate properly (choose metrics properly, avoid data leakage, error 
analysis)

• Monitor on an ongoing basis (keep a close eye on drifts)

Model Selection: Basic Considerations and Questions



• What happens when you underfit?

• What happens when you overfit?

Balancing between Underfitting vs Overfitting



Model variance and bias
What is the issue 
with this model?



Model variance and bias Data not 
used when 
training or 
fitting the 
model



Model variance and bias



Recall Hyperparameters

Depth Min. number 
of nodes/leaf



Where should you tune hyper-parameters?
Why?

Train Validate Test

Dataset



• An area of active research, even definition of explainability vs. 
interpretability is not fixed
 Why vs. how?

• No easy solutions
 Performance vs. interpretability
 Technical user vs lay-man

• Good for trust, fairness, checks on model robustness
 But …

 Is it really needed, e.g., impact, well studied areas?
 Could it have unintended effects, e.g., adversarial attacks?

Explainability and Interpretability



Explainability and Interpretability

• Even interpreting linear regression is not straightforward

• Why?



Explainability and Interpretability

• Intrinsic or post-hoc

• Logistic regression vs. LIME

• Model-specific or agnostic

• Decision trees/random forest vs. SHAP

• Local or global

• Instance or class



Explainability and Interpretability

• Prior world views (prior knowledge)

• Humans typically do not trust predictions far from what we expect, and require 
more convincing explanations

• Fidelity vs. abstraction

• Humans cannot deal with a lot of details

• Contrastive and abnormal

• We like contrasting examples, and things that are very different



Explainability and Interpretability
• Unfortunately, no one ideal method(s) as of now

• Exploratory data analysis (EDA)

• Model-specific (use what comes from the model)

• Linear, logistic regression, decision trees, random forests

• Neural networks with attention scores

• Model agnostic (treat model as black box and apply another method on black box model)

• LIME (Local)

• SHAP (Global)

• Others – Counterfactuals (what-if)



EDA

• Recall this from prev. class?

• Why do you think EDA can provide explanations, even without a model?



Model-specific

• Stats. from linear regression models

• Feature importances from trees and forests

• Extract attention scores from DL models using attention mechanisms









Model Agnostic - LIME

• Local Interpretable Model-Agnostic Explanations (LIME)

From Applied Machine Learning Explainability Techniques



Model Agnostic - SHAP

• SHapley Additive exPlanation (SHAP)

From Applied Machine Learning Explainability Techniques
Completed Sale

Contribution

How do I 
distribute the 
commission?



Explainability and Interpretability

• Still open research area!

• But even simple feature permutation importance can be 
very useful in understanding any model 

• Notebook 5. Explainability and Interpretability (XAI)

• Feature importance
• LIME
• SHAP



Resources
• Good book on deep learning - https://d2l.ai

• Lots of pre-trained models (NLP, computer vision etc) to play with - https://huggingface.co

• Good book on interpretability (but in R) - https://christophm.github.io/interpretable-ml-book/

• Good book on interpretability in Python - Applied Machine Learning Explainability Techniques


