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What we ¢ |ntuition
will focus
on

e Mental models
 Patterns

* Concepts



Demonstration

https://huggingface.co/spaces/lewtun/twitter-sentiments

Twitter handle:

crypto

Number of tweets:

10

Get tweets!

Twitter Emotion Analyser

Number of Tweets

S

£’DO 06:00 1200 18:00

Aug 30,2022

tweets

jpmorgan asset management’s
david kelly has some words of
advice for investors rattled by
a hawkish fed: forget about
short-term direction and focus
on valuations

"the idea of millions of people
in a fully customized live
environment doing whatever
we want significantly outstrips
our computational capabilities
today,” venture capitalist
matthew ball said

https://t.co/aezregzthm

Number of Likes

00:00
Aug 31,2022

timestamps retweets  likes labels

2022-08-31
02:02:39+00:00

17 32 fear

2022-08-30

7} 21 | joy
23:51:40+00:00

m— joy
T fear
T anger

scores

0.986367

0.971417



Demonstration % Hugging Face

B Spaces: % Financial_Analyst_AI T ® lke Running

¢ App Files and versions Community

Financial Analyst Al

This project applies Al trained by our financial analysts to analyze earning calls and other financial documents.

* Record from microphone

Recognize Speech

https://bit.ly/3AHNPRo

US retail sales fell in May for the first time in five months, lead by Sears, restrained by a plunge in
esting moderating demand for goods amid decades-high inflation. The value

auto purchases, si
of overall retail purchases decreased 0.3%, after a downwardly revised 0.7% gain in April,
Commerce Department figures showed Wednesday. Excluding Tesla vehicles, sales rose 0.5% last

Summarize Textbox
Text
US retail sales fell in May, led by a drop in sales at Sears.
Classify =
Financial N egative
Tone

https://huggingface.co/spaces/lewtun/twitter-sentiments

Financial Tone and Forward Looking Statement Analysis

US retail sales fell in May for the first time in five months, lead by Sears, restrained by a plunge in auto
purchases, suggesting moderating demand for goods amid decades-high inflation. [T2oag The
value of overall retail purchases decreased 0.3%, after a downwardly revised 0.7% gain in April,
Commerce Department figures showed Wednesday. [TEoaind Excluding Tesla vehicles, sales rose
0.5% last month. m The department expects inflation to continue to rise. m

US retail sales fell in May for the first time in five months, lead by Sears, restrained by a plunge in auto
purchases, suggesting moderating demand for goods amid decades-high inflation. m The
value of overall retail purchases decreased 0.3%, after a downwardly revised 0.7% gain in April,
Commerce Department figures showed Wednesday. m Excluding Tesla vehicles, sales rose
0.5% last month. m The department expects inflation to continue to rise.

Identify
Companies Us T2 retail sales fell in May for the first time in five months, lead by Sears
&
. m , restrained by a plunge in auto purchases, suggesting moderating
Locations

demand for goods amid decades-high inflation. The value of overall retail
purchases decreased 0.3%, after a downwardly revised 0.7% gain in April,
Commerce Department g figures showed Wednesday. Excluding Tesla
m vehicles, sales rose 0.5% last month. The department expects inflation to

continue to nse.



Let’s jumpin ..

Take ‘Classify Financial Tone’ as the task we are interested in ...

What kind
of data was
used?




Let’s jumpin..

Take ‘Twitter Emotion Analyser’ as the task we are interested in ...

What are the special characteristics of the data that you need
to consider when designing the model?




Let’s jumpin ..

Take ‘Twitter Emotion Analyser’ as the task we are interested in ...

What's
special
about the
outputs?




Machine Learning vs.

Artificial intelligence

The line separating these

o areas is very thin and
Statistics porous

Significant overlaps!

FEconometrics



Maths Skill

: c."i‘_,‘]j Advanced Calculus
D= a\.'

4

3 6
J dx‘%(*CAleulus \

Functions
2
B / Algebra

Basic Qperations

MH'[ Numbers and
123 counting

Elementary gchool College Job

Ctage Of Life ——




Different focus, How do | arrive at the

formulation?
nhomenclature,

techniques but is / : \

it that different? Y = AX + B

How good are the predictions, j

responses, targets, or
dependent variables?

Are the coefficients, weights, or What are the characteristics of
parameters statistically Fhe Inputs, feqtur.es, of
significant? independent variables?

How do I find, learn, or train,
these coefficients, weights, or
parameters



In machine learning, we typically ...

Rely on a general model outputs to
patterns in a designed to address perform a
large volume specific data specific task

of data .. characteristics ...

being learnt by ... to generate ...

Input Model Output

Personally, don't think defining what is machine learning and what isn’t is important, but
compadared to:

- Statistics, we focus a little less on the statistical significance of coefficients in the model

« Financial engineering and econometrics, we focus less on defining a specific form that
matches a theory (we let the data determine that for us)



3 major approaches

Imagine ...you as a baby, learning to
navigate this world.

1. You touch a cup with steam rising from

it. It scalds you. You learn to never touch Unsupe rvised Learni Ng
a cup with steam rising from it.

2. You see a dog and a cat. You point to the
dog and say ‘cat. Your mom corrects
you.

3. You see a group of red and green blocks. Reinforcement Lea rning
You use the colors to organize them into

2 groups.




3 major approaches
Not all there is,!here are otheEaBalso combinations Su pe rVised Lea rn I ng

2. You see a dog and a cat. You point to the
dog and say ‘cat. Your mom corrects you.

Imagine ...you as a baby, learning to
navigate this world.

1. You touch a cup with steam rising from Unsupe rvised Learni Ng
it. It scalds you. You learn to never touch
a cup with steam rising from it. 3. You see a group of red and green blocks.
You use the colors to organize them into 2
2. You see a dog and a cat. You point to the groups.
dog and say ‘cat. Your mom corrects
you.
Reinforcement Learning
3. You see a group of red and green blocks.
You use the colors to organize them into 1. You touch a cup with steam rising from it. It
2 groups. scalds you. You learn to never touch a cup with

steam rising from it.



Supervised vs. Unsupervised (or self-supervised)

Line between supervised and unsupervised learning can also be thin, but let’s leave that aside for now
Based on a common-sense understanding, classify the following tasks: You have ...

Data on past financial statements inc. credit scores of companies, want to predict credit
scores of companies based on their financials




Supervised vs. Unsupervised (or self-supervised)

Line between supervised and unsupervised learning can also be thin, but let’s leave that aside for now
Based on a common-sense understanding, classify the following tasks: You have ...

Past interest rates time-series, want to group interest rates that behave similarly




Supervised vs. Unsupervised (or self-supervised)

Line between supervised and unsupervised learning can also be thin, but let’s leave that aside for now

Based on a common-sense understanding, classify the following tasks: You have ...

Data on past credit-card transactions (e.g., amounts, nature, fraudulent), want to predict
whether a current transaction is fraudulent or not




Supervised vs. Unsupervised (or self-supervised)

Line between supervised and unsupervised learning can also be thin, but let’s leave that aside for now
Based on a common-sense understanding, classify the following tasks: You have ...

Data on past transactions on the block-chain, want to detect future transactions that are
anomalous (and possibly illicit) for further investigation




Common Models
Supervised Learning

+ K-nearest neighbors + Clustering - K-mean, DBSCAN

+ Linear discriminant analysis « Dimensionality reduction - Principal

* Linearregression component analysis, Singular Value

+ Logistic regression Decomposition, T-distributed stochastic
+ Support vector machines neighbor embedding

+ Decision trees + Latent Dirichlet Allocation

Neural Networks
+ Multilayer Perceptron/Dense Neural Network
* Recurrent Neural Network
« Convolutional Neural Network
« Transformer

+ Graph Neural Network



Common Models

K-nearest neighbors

Linear discriminant analysis

Linear regression
Logistic regression
Support vector machines

Decision trees

K-nearest neighbours to
detect fraud based on top-K
similar data points

Credit scoring or default
prediction use logistic
regression, often with LASSO
regularization

Decision tree-based models
(CART, XGBoost, LightGBM), for
tabular data, e.g., credit
scoring, fraud detection, AML
detection, buy/sell
recommendations

Linear discriminant analysis
for credit default classification
by separating default and non-

defaults

Linear and logistic regression
from same family as Tweedie
model used for insurance
claims modelling — GLM

Support vector machines for
textual data, e.g., financial
sentiment analysis



Some basic questions on supervised learning

Credit Score
Income

P \\
’r \\
A
L o/ k. ? No default
l’ LY
» & . Default
\' - \\
\\

Income Account balance

* What are the labels and inputs? (Indicate on axis or chart)
* Which figure shows a regression, which shows a classification? (Indicate on chart)
* How would you describe the relationship between inputs and outputs?



Let's discuss

Regression Classification

Predict numbers Predict categories

Are the following tasks regression or classification? (Indicate with R or C)
What are the unique aspects of these tasks?

Forecast stock prices

Nowcast GDP

Predict cashtag (e.g., SAAPL) associated with a news article

Predict bank’s customer satisfaction level

Predict top financial news that a customer may be interested in

Recommend finance products of interest to a customer




COm mon MOdeIs Clustering to find groups of

related bank customers, detect
(] [ | t
Unsupervised Learning anomalons actors of

+ Clustering - K-means, DBSCAN

« Dimensionality reduction - Principal

Dimensionality reduction to
find key drivers of asset

Decomposition, T-distributed stochastic movements (e.g. slope,

curvature, twist), visualize

similar transactions or
« Latent Dirichlet Allocation customers

component analysis, Singular Value

neighbor embedding

Latent Dirichlet Allocation to
find underlying topics in
financial news



Unsupervised learning ...

outputs that
If there are an unsupervised model help find
patterns in that generally uses a patterns and
the data ... notion of similarity ... insights
they can be to generate
mined by ...

Input Model Output




: : : . @
Some basic questions on unsupervised learning

Transaction Value

Transaction Node Degree

What are the potential inputs and outputs?

What patterns or groups can you recognize?

What is the notion of similarity that you are using to recognize these
patterns?



Common Models
Supervised Learning Unsupervised Learning

Neural Networks

+ Multilayer Perceptron/Dense Neural Network
* Recurrent Neural Network
+ Convolutional Neural Network
« Transformer

+ Graph Neural Network

* Expressive, flexible, can be adapted for different types of tasks
» Different architectures for different data-types



Types of data

What are these common data-types?

What are the fundamental differences between these data-types?
* Think about volume, stationarity, structure

Name an example of each of these data-types in Fls




Logistic
Regression

Deep

learning &%

The Pillars of the Kings, The Fellowship of the Ring




Our Journey
Today

Key Models &
Concepts
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of ML
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Linear regression

Credit Score

Income



Loss

Framework: Linear Regression

y=A4AX+B

Credit Score

Gradient descent, one of Form
many ways to
train/optimize.

Can you spot a common
problem? Train

Training Runs

Income

Loss

Do these have to be the same?

Evaluate

Squared or
Absolute or %?



Train, Validate, Test Split

Dataset
( )
Train
| | |
Loss Tweak Evaluate

Think of how a school examination is designed ..
Same principles when selecting data for the splits



Sometimes, we are more interested in the parameters than the

performance ...

(usually not the focus of machine learning, but good to know)

Multi-collinearity
(e.g., where 2 features
are so closely related
that you could
potentially derive one
from the other) can
mess this up!

probability of observation

y = 0.3X, + 0.5X, + 0.1

What is the null hypothesis?
If the p-value associated with 0.3 is <0.05, what does it potentially imply?

very unlikely

observations ;

True value under the null hypothesis
and most likely observation

;

95% statistical
significance threshold

Observed p-value
(significance level)

Observed
result (value)

very unlikely

observations

N

https://www.gigacalculator.com/calculators/p-value-significance-calculator.php



What is a good sanity check?

Naive or
_______________________ simple

I rule-based
model

Credit Score

Income



What is a good sanity check?

Credit Score

Income



Model variance and bias
What is the issue
with this model?

Credit Score

Income

Credit Score

-
-
I R =

Credit Score

Income



Data not

Model variance and bias Jeed when

—— training or
4 fitting the
.// model
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Model variance and bias

Low Variance High Variance

n

k)

o]

—d
e - *
.

17}

N

o]

=

.20

I

Fig. 1 Graphical illustration of bias and variance.
http://scoti. fortmann-roe.com/docs/BiasVariance html




Match them

The prediction error of a
model comprises a

(1) part that can be
minimized and a (2) part
that cannot be minimized.

The reducible part
comprises model

bias , which can lead to a
model being (3); and model
variance which can lead to a
model being (4).

Overfit

Underfit

Reducible

Irreducible




Input or Feature selection and regularization

e Forward selection

We usually deal with multi-

collinear inputs here

w

N

Figure from Machine learning: a probabilistic perspective, Kevin Murphy

e Backward selection

* LASSO

What is LASSO? What is regularization?

Recall A, B in the linear equation = model
parameters or weights w

v

N

What if we include in the loss?




- What if we wanted to model default probabilities

instead of a credit score?

« What is the fundamental difference between the two

quantities?



Logistic regression

-+ 1.5

Z=AX+1B -

Prob. of Default

Interest Payment/Income



Logistic regression

+ 1.5
Z=AX+B |\
c—ju __1.0 ”,“—
P:U(Z) g I,
Y— 1
B 1 o To5 !
T 14+ e (AX+B) S !
o o

Interest Payment/Income



Framework: Logistic Regression Cross-Entropy

P 1 —Ylog(P) — (1 —Y)log(1 — P)

- ]. —|_ 6_ (AX+B) i ‘ Log L05§ when truF label = ‘1

\ Form Loss =

Gradient descent not the

only way

Also Max. Likelihood Est.
Train Evaluate

Loss

Accuracy, Recall,
Precision, F1

Training Runs



Confusion matrix

What is a True Positive, False Positive, True Negative, False Negative?
(Indicate with TP, FP, TN, FN) Actual

5 Positive Negative

Positive

Predicted

Negative

Now, let’s assume a legitimate transaction is ‘1’ or ‘positive’, and assume you just naively
predict ‘1’ all the time. Fill in the confusion matrix. What is the accuracy?




Accuracy is straightforward ....

Treat yellow fish as a ‘1’

Precision =

Recall =

Net = What you predict as ‘1’

What is the %

accuracy for this
dataset that any
model needs to at
least be better than?

Which net has a higher
precision?

Which one has a higher
recall?

tp + fp Precision - Recall
tp F1=2

. Precision + Recall
tp + fn




If one is interested in predicting defaults (assume 1
for defaults), recall or precision?

Can you live with letting a fish get away?




If one is interested in predicting good leads (good
leads as ‘') for selling financial products to, recall or

precision?

Can you live with letting a fish get away?




If we regard the detection of illicit entities or
transactions as a T, precision or recall?

Can you live with letting a fish get away?




From Linear and Logistic Regression to
Generalised Linear Models (GLM)

Random component
that is normally

_ distributed with some
Y = AX T B mean and variance

Y = LinkFunction(Expected|Y]) +\e

Recall the ¢ function that we used when
we went from linear to logistic
regression

Other functions can be used to allow for
non-linearities



E.g., Tweedie GLM used for modelling insurance

claims experience

/

Y = LinkFunction(Expected|Y]) +



Regression vs. Classification Redux

No default
Default

Credit Score
Income

Income Account balance



What if the data for a classification task
looks like this?




What if the data for a classification task
looks like this?




Linear vs. Non-linear Problems

DATA FEATURES + — 2 HIDDEN LAYERS OUTPUT
Test loss 0.510
n? h & = Training loss 0.503
4 neurons 2 neurons

oo

Noise: 0

o]

Batch size: 10
—

REGENERATE

https://playground.tensorflow.org/

=)



Feature Engineering

Not only about selecting right inputs:
* Transform non-linear to linear problem (we saw this)
* (Capture interactions
e E.g., think about BMI and TDSR vs their constituents
e Utilize unstructured inputs

 E.qg., think about tabular information vs. images, text, audio,
networks



Dqtq q Uud I ity Addressing all of these is a pipe-

dream.
Accuracy But important to know if these
 E.g., mis-labelled illicit transactions exist in our data.

Completeness

 E.g., omission of transactions stored in another banking system
Consistency

 E.g., unclear instructions when designating a loan as defaulted
Currency

* E.g., characteristics/distribution of fraudulent transactions changing over time
due to change in tech. and consumer behaviour



Data Bias




Examples of harmful data bias

Distribution bias

Personal attributes

Representation bias

Match general population but under-represent certain segments

Implicit bias

Not all bias are obvious, e.g., gender vis-a-vis income vis-a-vis location vis-a-vis
race

Labelling bias

Even experts label things differently, e.g., 2" opinions?



Data leakage

Train

* Very common even for random train, validation test splits

* Using total time customer spent in bank to predict customer purchase intent
so as to act on it while customer still in bank

 Use data before t to predict prob. of default at t + 1, data before t includes
post-default adjustments

* Predicting illicit transactions using complete incident reports
e Using mean and standard deviation of entire dataset to scale/normalize data

There is a whole paper on this at https://reproducible.cs.princeton.edu/




Data leakage

Muchlinski et al. Colaresi and Mahmood Kaufman et al.
Claim Random Forests model Random Forests models drastically =~ Adaboost and Gradient Boosted Adaboost outperforms other models
drastically outperforms Logistic outperform Logistic regression Trees (GBT) drastically outperform
regression models model other models
Error [L1.2] Pre-proc. on train-test [L1.2] Pre-proc. on train-test [L1.2] Pre-proc. on train-test. [L2] lllegitimate features (Data
(Incorrect imputation) (Incorrect reuse of an imputed (Incorrect reuse of an imputed dataset) leakage due to proxy variables)
dataset) [L3.1] Temporal leakage (k-fold cross [L3.1] Temporal leakage (k-fold
validation with temporal data) cross validation with temporal data)
Impact Random Forests perform no Random Forests perform no better Difference in AUC between Adaboost  Adaboost no longer outperforms
better than Logistic Regression  than Logistic Regression and Logistic Regression drops from Logistic Regression.
0.14 to 0.01 None of the models outperform a

baseline model that predicts the
outcome of the previous year

Discussion Impact of the incorrect Re-use the dataset provided by Re-use the dataset provided by Use several proxy variables for
imputation is severe since 95% Muchlinski et al., which uses an Muchlinski et al., which uses an the outcome as predictors (e.g.,
of the out-of-sample dataset is incorrect imputation method incorrect imputation method colwars, cowwars, sdwars, all
missing and is filled in using the proxies for civil war), leading to
incorrect imputation method near perfect accuracy

https://reproducible.cs.princeton.edu/




Data leakage

https://reproducible.cs.princeton.edu/

Field

Medicine

Neuroimaging

Autism Diagnostics

Bioinformatics

Nutrition research

Software
engineering

Toxicology

Satelitte imaging

Clinical
epidemiology

Tractography

Brain-computer
interfaces

Histopathology

Computer security

Paper

Bouwmeester

et al.

Whelan et al.

Bone et al.

Blagus et al.

Ivanescu et al.

Tu et al.

Alves et al.

Nalepa et al.

Christodoulou

et al.

Poulin et al.

Nakanishi et al.

Oner et al.

Arp et al,

Year

2012

2014

2015

2015

2016

2018

2019

2019

2019

2019

2020

2020

2020

Num. papers
reviewed

71

58

7

30

Num. papers
w/pitfalls

27

48

30

Pitfalls

No train-test split

No train-test split; Feature selection on

train and test set

Duplicates across train-test split;
Sampling bias

Pre-processing on train and test sets
together

No train-test split

Temporal leakage

Duplicates across train-test split

Non-independence between train and
test sets

Feature selection on train and test set

No train-test split

No train-test split

Non independence between train and
test sets

No train-test split; Pre-processing on

train and test sets together; lllegitimate
features; others



What is a good indication of data issues?

e Extreme results

* Especially when compared to a naive model

 Both ways
 Too good — data leakage, evaluation errors ....

 Too bad - dirty data, evaluation errors ...



Decision Tree

Income

! |

Principal
Remaining

v v i v
Interest Loan Value

v

\ ! ] !
O O OO O O O No default
OO O Default

What is the class? Late Fees




Framework: Decision Tree

What is the
form?

N

Form

Train

Given the splitting
criteria, how could
one build the tree?

What would be a good criteria to
split?

Loss

Evaluate

Recall what we used for
logistic regression



Framework: Decision Tree

Binary
Tree

\ Form Loss

Train Evaluate

Greedy

Accuracy, Recall, Precision,
F1



Now think about how this would work for regression on

credit scores...

Income

Y J’

Late Fees

Principal
Remaining

!

Interest
1700 1000
1800 1200
1750 1300

l v '




Hyperparameters

Depth

v

Late Fees

v

Interest

OO (OO
O

OO0

O

Income
v
Principal
Remaining
Min. number
v of nodes/leaf
Loan Value O O
OO

O O O No default

OO

O Default

class sklearn.tree.DecisionTreeClassifier(* criterion="gini’ splitter="best’, max_depth=None, min_samples_split=2,
min_samples_leaf=1, min_weight_fraction_leaf=0.0, max_features=None, random_state=None, max_leaf_nodes=None,
min_impurity_decrease=0.0, class_weight=None, ccp_alpha=0.0) 1



Discuss:
What determines parameters?
What determines hyperparameters?



Where should you tune hyper-parameters?

Dataset
)
|




Cross Validation

What are the
advantages and
disadvantages,
compared with a
simple train,
validate, test
split?




Why stop at one decision tree?

Income Income Income

P"nc.' pa ! Late Fees Prmc_np_a : Late Fees Pnnmpg ‘
Remaining Remaining Remaining

Interest Loan Value

Late Fees

Interest Loan Value Interest Loan Value

)
J

() No default

’/j; Default

(l No default
(/' Default

_/

) No default
’\,;‘ Default




Ensembles

Income Income

Principal
Remaining |

() No default

() Default

O No default

O Default

¥

Prediction




Ensembles: Bagging

Model 2

Model 3

Prediction



Ensembles: Boosting Assign higher weight

to wrong prediction

Prediction



XGBoost

XGBoost is basically based on the idea of boosting, but
with some additional math and optimization

XGBoost

For the curious, more details available at https://xgboost.readthedocs.io/en/stable/tutorials/model.html



XGBoost vs. LightGBM

LightGBM grows leaf-wise (horizontally) while XGBoost
grows level-wise (vertically)

so g ‘ oo~
nghtGBM XGBoost

For the curious, more details available at https://towardsdatascience.com/catboost-vs-lightgbm-vs-xgboost-
c80f40662924



Many other models



Support Vector Machines
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Support Vector Machines




Support Vector Machines For Regression?




Neural Networks

DATA

Which dataset do
you want to use?

&

Ratio of training to
test data: 50%

— e

Noise: 0

Batch size: 10

—_—

REGENERATE

https://playground.tensorflow.org/

FEATURES

Which properties do
you want to feed in?
+

4 neurons

X

1

B
g

2 HIDDEN LAYERS

+_

2 neurons

QUTPUT

Test loss 0.510
Training loss 0.503

Colors shows
data, neuron and
weight values

[] Show test data

[] Discretize output



Neural Networks

Linear Regression

INPUT NODES —
W

7
SQUARED LOSS

X< >

L LINEAR ACTIVATION

=’K OUTPUT NODE j
-/\ 1055 = (y(W-XIP, |

Logistic Regression

R

4

INPUT NODES e
W
LOG LIKELIHOOD

OUTPUT NODE /

@f LOSS = -LOG(|y/2 - 0.5 + §]|)
- 7Y
¥

y = PROBABILITY OF +1
y = OBSERVED VALUE

I/

\_ SIGMOID ACTIVATION  (+1 OR -1)

Figure from Neural Networks and Deep Learning, Charu Aggarwal



Neural Networks

o 90000009 o 00000009 000000007

A . Attention
Convolutional , Attention Weights
Layer Recurrent Layer

:::;::»Imi.mal 0 | 90909 Layer L b '-.'-'-- ::::der - .- N .- _.f =

Inpucs 00000000 - 00000000 - 0000OC0FOCGOCFFC
(a) CNN Model. (b) RNN Model. (¢) Attention-based Model.

Figure 1: Incorporating temporal information using different encoder architectures.

From Time Series Forecasting With Deep Learning: A Survey, Lim et al., 2020



Preds Labels

©
©

Features, e.g. answers, words
Var 1|Var 2|Var 3| .. ... |VarN

©

: Machine
> Learning |{—Predict—> @ Comparewith @
i Model i

rrrrsrrrrrsssprrssssssssssl

© 0
® 0|6

NS

Underlying Factors
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Model Selection: Considerations?

 What are the unique characteristics of your data?
* What has worked for my problem or task?
* If problem or task is unique, what is a similar problem or task?
* Get a naive baseline
* Choose a simple model, e.g., simple logistic regression
* Consider a few challenger models

* Train and evaluate



Some other concepts



Which task is easier?

- [Cat, Dog]

~ $1,500




Financial Data

 Machine and deep learning seem to be more successful on
computer vision and natural language tasks. \What are some key
differences between data in computer vision and natural
language domains compared to finance?
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Drift

e Data drift: Using credit transaction data before chip and pin to
train a model for data after chip and pin

* Concept drift: Using the same model to detect fraud after it
becomes known that your model depends on a specific network
centrality measure to detect fraud



Financial Data

* What implications does this have for models in Fis?




Deep learning today

Prompt: Singapore 50 dollar note, Ghibli
style

https://huggingface.co/spaces/huggingface/diffuse-the-rest



Data and Models For Supervised Models
Data

}k

Form Loss

Train Evaluate




Data: Rubbish in Rubbish Out

1  |f data quality is poor or biased, then unlikely to
\-I get good results

e Possibilities:

Data available, but processed poorly
Data available, but poor quality or biased
Data available, but not useful for task

Insufficient data for task



Data: Feature Engineering

Not only about selecting right inputs:
 Transform non-linear to linear problem (we saw this)
* (Capture interactions
e E.g., think about BMI and TDSR vs their constituents
e Utilize unstructured inputs

 E.g., think about tabular information vs. images, text, audio,
networks



Dqtq q Uud I ity Addressing all of these is a pipe-

dream.
Accuracy But important to know if these
 E.g., mis-labelled illicit transactions exist in our data.

Completeness

 E.g., omission of transactions stored in another banking system
Consistency

 E.g., unclear instructions when designating a loan as defaulted
Currency

* E.g., characteristics/distribution of fraudulent transactions changing over time
due to change in tech. and consumer behaviour



Data bias

* Distribution bias

* Personal attributes
* Representation bias

 Match general population but under-represent certain segments
* Implicit bias

* Not all bias are obvious, e.g., gender vis-a-vis income vis-a-vis location vis-a-vis
race

* Labelling bias

* Even experts label things differently, e.g., 2" opinions?



Data leakage

Train

* Very common even for random train, validation test splits

Using total time customer spent in bank to predict customer purchase intent
so as to act on it while customer still in bank

Use data before t to predict prob. of default at t + 1, data before t includes
post-default adjustments

Predicting illicit transactions using complete incident reports

Using mean and standard deviation of entire dataset to scale/normalize data




Drift

e Data drift: Using credit transaction data before chip and pin to
train a model for data after chip and pin

* Concept drift: Using the same model to detect fraud after it
becomes known that your model depends on a specific network
centrality measure to detect fraud



Loss

Framework: Linear Regression

Credit Score

y=A4AX+B

Income

Gradient descent, one of Form Loss
many ways to
train/optimize.

Can you spot a common
problem? Train Evaluate

Root Mean Squared Error, Mean Abs.
Error, Mean Abs. Percentage Error

Training Runs



Framework: Logistic Regression Cross-Entropy

P 1 —Ylog(P) — (1 —Y)log(1 — P)

- ]. —|_ 6_ (AX+B) i ‘ Log L05§ when truF label = ‘1

\ Form Loss =

Gradient descent not the

only way

Also Max. Likelihood Est.
Train Evaluate

Loss

Accuracy, Recall,
Precision, F1

Training Runs



Linear vs. Non-Linear ||I|I
llllll“l IIIIII|I| .....

Y = LinkFunction(Expected|Y|) + € <
Y =AX + B P=0(Y) = 0(AX + B)

Y =AX*+ B Form Loss

Y = AX% + BX3 + CX,X, + D Train | Evaluate




Framework: Neural Networks

Linear Regression

INPUT NODES —-—

/W Cross-Entropy Loss,
SQUAREDLOSS
oummoos Squared Error Loss

=) LOSS = (y [(W- xnz

=,O/

LINEAR ACTIVATION

Form Loss

Logistic Regression

INPUT NODES —

LOG I.IKELIHOOD

OUTPUT NODE Train Evaluate

%< LOSS = LOG(ly,’Z 05+y|)
h §= PROBABILITYOF+1 ‘
y = OBSERVED VALUE Accuracy, Recall
SIGMOID ACTIVATION  (+1 OR-1) .. ’ '
Precision, F1, Root
Mean Squared Error,

Gradient descent Mean Abs. Error, Mean

Abs. Percentage Error

W




Framework: Neural Networks

e 999900000
e SRR L L

tnputs ..‘.....
(b) RNN Model.

Outputs ] , Dyuamic

Atteaton

— o
L THHEHRE
mwe QOO0 0O00O

(c) Attention-based Model.

Gradient descent

Form

Loss

Train

Evaluate

Cross-Entropy Loss,
Squared Error Loss

Accuracy, Recall,
Precision, F1, Root
Mean Squared Error,
Mean Abs. Error, Mean
Abs. Percentage Error



Framework: Decision Tree

What is the
form?

N

Form

Train

Given the splitting
criteria, how could
one build the tree?

What would be a good criteria to
split?

Loss

Evaluate

Recall what we used for
logistic regression



Framework: Decision Tree

Binary
Tree

\ Form Loss

Train Evaluate

Greedy

Accuracy, Recall, Precision,
F1



Framework: Decision Tree

b high
infarmation information

gain gain

e

Train Evaluate




Transaction Value

Decision Trees - Recap

Transaction Node Degree



Recall difference between parameters and
hyperparameters

Income

lv \ 4
Late Fees P”nc.' p.a |
Remaining

Depth I [ 1 Min. number

A4 of nodes/leaf
Interest Loan Value O O /
[j OO

v ) | 1
O O OO O O O No default
' @ QOO .@ () Default

class sklearn.tree.DecisionTreeClassifier(? criterion="gini’, splitter="best’, max_depth=None, min_samples_split=2,

min_samples_leaf=1, min_weight_fraction_leaf=0.0, max_features=None, random_state=None, max_leaf_nodes=None,
min_impurity_decrease=0.0, class_weight=None, ccp_alpha=0.0)




Recall train-validation-test splits and
purpose?

Dataset

)
|

Tweak
Hyperparameters




Ensembles

/ A single tree tends to overfit

Income Income Income

Principal

v v

Principal
Remaining |

v

() No default

() Default

O No default

O Default

O No default
OO O Default

Prediction



Ensembles: Bagging

Model 2

Model 3

Prediction



Ensembles: Boosting Assign higher weight

to wrong prediction

Prediction



XGBoost

XGBoost is basically based on the idea of boosting, but
with some additional math and optimization

XGBoost

For the curious, more details available at https://xgboost.readthedocs.io/en/stable/tutorials/model.html



Usually, trees in ensembles are weak
learners

Weak learners means we typically constrain their
hyper-parameters, which makes them over- or
underfit?

An ensemble of weak learners can potentially help
us achieve both low and




Let’s move on to unsupervised models



Supervised learning

Y=AX+B
Input Model Output
X A,B Y

Labels

> [Cat, Dog]




Supervised learning

Y=AX+B
Input Model Output
X A,B Y
Data Labels

~ $1,500




Unsupervised learning

Y=AX+B
Input Model Output
X A,B Y

Groupings




Clustering: K-Means

Transaction Value

Transaction Node Degree



Transaction Value

Clustering: K-Means

Transaction Node Degree

Transaction Value

Transaction Node Degree



Framework: K-Means

What is the loss?

Form Loss

Train Evaluate

How do you train
the model? How do you evaluate?



Dimensionality Reduction
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From https://towardsdatascience.com/pca-clearly-explained-how-when-why-to-use-it-and-feature-importance-a-guide-in-python-7c274582c37e



Spot the anomaly

Transaction Value

Transaction Node Degree



Isolation Forest

Recall decision
trees

Transaction Value

Transaction Node Degree



Isolation Forest

Which path leads
to an anomalous
instance?

Mo

Qo O
OOO OO O% OO



But what is an anomaly?
Is it always this clear?

For an illicit transaction detection problem?
For a fraudulent credit card transaction?

Think about the characteristics of your data.



Another perspective: Self-Supervised

Embeddings

Measure
similarity

Embeddings




In deep learning, unsupervised models can
be very powerful!

Recall the demonstration earlier

a puppy a kitten hamster text

Training Data: Images with natural language captions




Interpretability and Explanability

ﬂi;', ) Subbarao Kambhampati (BoBoare3 varyos)

%v @rao2z

There seems to be an almost willful confusion about
the need and role for explainability of #Al systems on
#AI twitter.

Contrary to the often polarizing positions, it is neither
the case that we always need explanations nor is it the
case that we never need explanations. | 1/

10:22 AM - Jul 11, 2022 - Twitter Web App

27 Retweets 6 Quote Tweets 102 Likes

O = L

=

(2 \

Subbarao Kambhampati (¥0250a°€3 fo25y0ee)) @rao2z - Jul 11
Replying to @rao2z

We look for explanations of high level decisions of (what for us are) explicit
knowledge tasks; and where contestability and collaboration are important.

We rarely look for explanations of tacit knowledge/low level control
decisions. 2/

Q 1 0 2 Q s &

Subbarao Kambhampati (¥0250a°€3 {025 )Teed) @ra02z - Jul 11

| don't need explanation on why you see a dog in a picture; why you put
your left foot 3 mm ahead of your left, or why facebook recommends me
yet another page.

| do want one if am denied a loan, or | need a better model of you so | can
coordinate with you. 3/

O qu Q n g,



Interpretability and Explanability

@’;A
&4/
|

Subbarao Kambhampati (§0250a°€3 &oe5yoeed)) @rao2z - Jul 11

Trust can reduce the need for explanations, but trust has to be earned and
can't always be legislated. | ask explanations from my doctor despite the
many impressive degrees on his wall. 4/

)iy tl 3 Q s g
Subbarao Kambhampati (¥0250a¢3 &v23yome)) @rao2z - Jul 1
Explainability doesn't necessarily require full understanding on the part of
the receiver. | ask my doctor for explanations of his diagnosis, despite the
fact that | don't quite understand all the details. 5/

Q 1 (o Q s &

Subbarao Kambhampati (§o250ar¢3 Xnaj‘QO‘{))) @rao2z - Jul 11

Explanations are always about the receiver's mind (..and vocabulary and
reasoning..). After all, a doctor explains her decision in different ways to
the patient and her colleague..

(This also explains the popularity of those viral @wired 5 levels of
explanations videos!) 6/

QO 1

1 Q s &

Subbarao Kambhampati (£025027¢3 {0257 )0°e) @ra02z - Jul 11
We should stop conflating Interpretability and Explainability. Interpretability
is w.r.t. a large population (e.g. human race) and explainability is w.r.t.
individuals/specific groups.

The interpreter does the heavy lifting in the former; the explainer does itin
the latter. 8/

O 1 0 s Q s &
Subbarao Kambhampati (§02502°¢3 &o25)07ed) @rao2z - Jul 11

The Rosetta Stone is interpretable to the human race (thanks to the heavy
lifting by Young and Champollion).

I want my loan approval decision be explainable to me without me having to
break my back.. 9/

O 1 0 Q s P

Subbarao Kambhampati (£025087¢3 {0257 )0°a) @ra02z - Jul 11
An autonomous car's control decisions need to be interpretable to the
(determined) investigators after a crash, its decision to take a particular
route should be easily explainable to the rider in the car. 10/

O 1 1 2 Q7 O



Interpretability and Explanability

Subbarao Kambhampati (¥0250ar¢3 Xnas‘go‘&é)) @rao2z - Jul 11

Explanations are sought after the fact--and thus do allow post hoc
rationalizations.

Fear of this possibility shouldn't make them irrelevant!

We should design #Al systems to provide "truthful” explanations, but the
comprehensibility may well necessitate approximation. 11/

- o ~
\,J 3 Ll 3 \/ \,rj

Subbarao Kambhampati (§03§O$"¢3 Sf»as‘gcr&’g)) @rao2z - Jul 11
Explanations are most definitely not a soliloquy. A direct trace of your or
the #Al system's internal reasoning rarely makes for a good explanation--
given the differing mental models, vocabulary and inferential abilities of the
humans receiving the explanation. 12/

Q 2 Qs Q 4 e
Subbarao Kambhampati ($o250a-¢3 :\’nar,)o‘é)) @rao2z - Jul 11

[fwiw, a lot of the above is related to our ongoing research on explainable
human-#Al interaction. If you are interested:

Still an open research areal!



Interpretability and Explanability

Not straight-forward
Trade-offs — performance vs. interpretability
Good for trust, fairness, checks on model robustness
But ...
* |sitreally needed, e.g., impact, well studied?

* Could it have unintended effects, e.g., adversarial attacks?



Interpretability and Explanability

* Even interpreting linear regression is not straightforward
* Why?

Y = AX{X,X3 + BX{X3 + CX,X3 + DX3 + ..



Interpretability and Explanability

* Intrinsic or post-hoc
* Logistic regression vs. LIME
* Model-specific or agnostic
* Decision trees vs. SHAP

* Local or global

 |nstance or class
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Figure 3: SHAP Importances. Figure shows the beeswarm plots for Tot. ESG Ratings for NYSE and NASDAQ datasets.
Beeswarm plots show all the SHHAP values, grouped by the features on the y-axis, with the SIIAP values on the x-axis. The
SHAP values indicate how much each factor contributed to the model’s prediction when compared to the mean prediction. More
positive or more negative SITAP values indicate that the feature had a significant positive or negative impact on the model’s
prediction. For each group, the colour of the points is determined by the value of the feature. For example, for dir_centrality
for NYSE, we see that higher values of the dir_centrality features (more reddish shade) correspond to more positive SHAP
values, while lower values of the dir_centrality features (more blueish shade) correspond to more negative SHAP values. The
features are ordered by the mean SITAP values, i.e. more important features are at the top.



Round-up and Reflections



Let's discuss

Product
Selected Product, Payment
Frequency, Insurance Amount,
Term Risk
Blended Revenue

Customer
Demographics, Product Holding,
Balances, Transactional behavior

Sales Rep.

Gender, Nationality, Branch,
Team, Role, Sales Achievement,
Supervisor, Role, Branch change,

Lapsed Policies, Supervisor

Information

Detect
complaints

Scenario: Insurer collects >5000 attributes to pre- ‘
emptively detect complaint cases

* Whatis the issue with simply dumping all
attributes in the model?

* What are some techniques that can address
this?




Let's discuss

Product
Selected Product, Payment
Frequency, Insurance Amount,
Term Risk
Blended Revenue

Customer
Demographics, Product Holding,
Balances, Transactional behavior

Sales Rep.

Gender, Nationality, Branch,
Team, Role, Sales Achievement,
Supervisor, Role, Branch change,

Lapsed Policies, Supervisor

Information

Detect
complaints

Scenario: Insurer collects >5000 attributes to pre- ‘

emptively detect complaint cases

What type of learning problem is this?
What are some models that are suitable?




Let's discuss

Product
Selected Product, Payment
Frequency, Insurance Amount,
Term Risk
Blended Revenue

Customer
Demographics, Product Holding,
Balances, Transactional behavior

Sales Rep.

Gender, Nationality, Branch,
Team, Role, Sales Achievement,
Supervisor, Role, Branch change,

Lapsed Policies, Supervisor

Information

Detect
complaints

Scenario: Insurer collects >5000 attributes to pre- ‘

emptively detect complaint cases

What evaluation metrics would you choose?
What other methods could you apply to
understand whether the model is working
well?




