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Overview: Dynamic Multimodal Networks
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Overview: Modeling of Dynamic Multimodal Networks

Dynamic 
Multimodal 

Network 
Models

Relationship Prediction
E.g., predict linked UI 

elements, forecast links 
forming between 

companies

Node Regression
E.g., predict app. rating, 
forecast financial prices

Node Classification
E.g., predict UI type, 

forecast event 

Attribute Inference
E.g., UI attributes, 

financial time-series 
imputation

Tasks

Dynamic 
Numerical 
Attributes

Dynamic Textual 
Attributes

Dynamic Visual 
Attributes

Dynamic Event 
Attributes

Dynamic 
Networks

Dynamic Multimodal Networks

…
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Overview: Research Objectives and Framework

Multimodal 
Attributes

+
Static Networks 

Part I Part II

Dynamic 
Multimodal 
Attributes

+
Static Networks 

Part III

Dynamic 
Multimodal 
Attributes

+
Dynamic Networks 
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Overview: Key Definitions

• Dynamic multimodal node attributes (from modality , out of modalities) 

 𝐾௖ and 𝐾௠ are number of time-steps in windows of network and 𝑚୲୦ attribute modality, 
respectively.

• Dynamic networks

 is the snapshot at time-step (𝑡 − 𝑘) for network of type 𝑐
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Overview: Types of Networks

I. Static Networks with Multimodal Attributes
୫ ୡ

II. Static Networks with Dynamic Multimodal Attributes
𝒎 ୡ

III. Dynamic Networks with Dynamic Multimodal Attributes
୫ 𝐜
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Related Works

• Most random walk models do not capture attributes
• Most GNN models assume attributes static and/or 

unimodal

• Most do not focus on attributes or only unimodal 
attributes

• Capture time-series attributes but unimodal, num.
• Static networks

• Usually do not capture networks
• Unimodal time-series attributes
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Summary of Research
Part I: Networks with Multimodal Attributes

Model networks with multimodal 
attributes

Capture different types of positional 
attributes

Model different types of nodes and 
relationships 

Interpret contribution of different 
networks and multimodal attributes

Proposed MAAN, EMAAN, HAMP, AHAMP models
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Summary of Research
Part II: Networks with Dynamic Multimodal Attributes

Model networks with dynamic 
multimodal attributes

Address low signal-to-noise and non-
stationarity of dynamic multimodal 

attributes 

Capture global (relevant to all network 
nodes), and local (specific to node) 

dynamic multimodal attributes

Proposed KECE, GLAM models
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Summary of Research
Part III: Dynamic Networks with Dynamic Multimodal Attributes

Model dynamic networks with 
dynamic multimodal attributes

Capture evolving dependencies 
between nodes due to dynamic 

multimodal attributes, i.e., multiple 
types of dynamic implicit networks

Interpret contribution of dynamic 
networks and dynamic multimodal 

attributes

Proposed GAME, DynMix, DynScan models

Address low signal-to-noise and non-
stationarity of dynamic networks
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I. Human Computer Interaction (HCI) Domain
Heterogeneous Attention-based Multimodal Positional (HAMP) network model
• Learning User Interface Semantics from Heterogeneous Networks with Multimodal 

and Positional Attributes, ACM IUI 2022, Honorable Mention

Adaptive HAMP (AHAMP) network model 
• Learning and Understanding User Interface Semantics from Heterogeneous 

Networks with Multimodal and Positional Attributes, ACM TiiS

II. Financial Domain
Dynamic Multimodal Multitask Implicit Explicit (DynMix) network model
• Learning Dynamic Multimodal Implicit and Explicit Networks for Multiple Financial 

Tasks, IEEE BigData 2022

III. Sustainability Domain
Dynamic Multimodal Slot Concept Attention-based Network (DynScan) model
• Learning Dynamic Multimodal Network Slot Concepts from the Web for Forecasting 

Environmental, Social and Governance Ratings, ACM TWEB, Submitted & Under 
Review

4 of the other works listed earlier were already shared during the dissertation proposal

Representative 
Works 

to be covered 
in this presentation
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Heterogeneous Attention-based Multimodal Positional (HAMP) network model
• Learning User Interface Semantics from Heterogeneous Networks with Multimodal and Positional 

Attributes, ACM IUI 2022, Honorable Mention

Adaptive HAMP (AHAMP) network model 
• Learning and Understanding User Interface Semantics from Heterogeneous Networks with 

Multimodal and Positional Attributes, ACM TiiS

Representative Work I
HAMP and AHAMP - Modeling Networks with Multimodal Attributes
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Framing UIs as Networks
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Overview

Capturing 
multimodal & 

positional 
attributes

Modeling 
different 

node and 
edge types

𝑣ଵ=screen_4, 
𝑟ଵ=part-of
𝑣௫ = app_2

Attention-based 
msg. passing

Low dim.
Linear & 
non-linear
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From heterogeneous network message passing to adaptiveness and 
interpretability

Heterogeneous network encoding in HAMP

Adaptiveness and interpretability in AHAMPLearnable mask

Prediction conditioned on masked graph

Entropy regularization

Sparsity regularization

Update node representations with learnt attention scores 
across multiple tuples

Then aggregate by taking mean
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• Extracted from RICO and ENRICO

• RICO largest mobile app. dataset; ENRICO is subset of RICO with manually annotated 
topic labels (e.g., dialer, news, tutorial topics)

Datasets
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Selected Experiment Results

UI Screen Genre Classification UI Screen Topic Classification

• HAMP and AHAMP outperform baselines across 4 tasks - UI screen genre and topic classification; UI 
element component-type classification; app. rating regression. Selected results above

• In general, HAN (which models heterogeneous networks); and Screen2Vec(which models 
multimodal information) closest
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Interpretability
Selected Results
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Interpretability

UI Screen Genre 
Classification

UI Element Type 
Classification

App. Rating 
Regression

UI Screen 
Topic 
Classification

3-hop r/s in a 
cluster as UI 
screen topic 
depends on 
information 

across multiple 
nodes

2-hop App-
Screen-Class r/s 

as app. rating 
depends on 
classes used

2-hop Element-
Class-Screen r/s 
as type depends 
on class and role 

in screen

Screen genre 
depends on app.

Selected Results

Top 500 edges 
from learnable 

mask
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Dynamic Multimodal Multitask Implicit Explicit (DynMix) network model
• Learning Dynamic Multimodal Implicit and Explicit Networks for Multiple Financial Tasks, IEEE 

BigData 2022

Representative Work II
DynMix - Modeling Dynamic Networks with Dynamic Multimodal Attributes



SMU Classification: Restricted

DynMix

Capturing dynamic networks and dynamic multimodal information for 
multiple financial tasks

Tasks are related

Applications require good performance across multiple 
tasksUsed for SSL to address non-stationarities 

& avoid over-reliance on noisy labels
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Overview

Discovering dynamic networks from 
dynamic information from multiple 

modalities to model evolving 
dependencies between nodes

Dynamic graph encoding of explicit 
and implicit networks

Dynamic alignment and 
regularization with self-

supervised learning

Multitask 
learning
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Using Dynamic Implicit Networks

Dynamic Numerical 
Attributes

Dynamic Textual 
Attributes

Dynamic Event 
Attributes

Dynamic Implicit Networks

Learn dynamic underlying networks for information from different modalities

Capture evolving dependencies between nodes due to dynamic multimodal attributes
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For Dynamic Self-Supervised Learning

Align and regularize dynamic networks and time series from different modalities to extract dynamic signals

Dynamic Numerical Implicit Network

Dynamic Textual Implicit Network

Dynamic Event Implicit Network

Dynamic Implicit Networks Dynamic Explicit Networks

Pair

Dynamic Self Supervised Learning
No need for augmentation to 

generate 2nd view!
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Dynamic alignment and regularization with self-supervised learning

௧
௠ - minimize distance 

between representations of 
same companies

௧
௠,௘௫௣/௜௠௣ - de-correlates 

representations of different 
companies

For Dynamic Self-Supervised Learning
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Dynamic alignment and regularization with self-supervised learning

௧
௠,௘௫௣/௜௠௣ - regularization 

with dynamic level of variance 
across companies

௧
௠,௘௫௣/௜௠௣ - regularization 

with dynamic level of variance 
across time

For Dynamic Self-Supervised Learning

Maintain min. dynamic level of variation 
of representations across companies and 

time to prevent mode collapse
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• Dynamic networks: Global Database of Events, Language and Tone (GDELT) Global 
Knowledge Graphs (GKG) 

• Dynamic multimodal attributes: Time series of stock price, news articles, and events

Datasets
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Experiments

• Means: Diff. between DynMIX 
and baselines clearer for
larger BE datasets

• Volatilities, correlations, events:
Harder tasks. Diff. between 
DynMIX and baselines even 
clearer

Forecast means, volatility, correlations

Forecast events (NDCG)



SMU Classification: Restricted

Ablation Study

• Greatest drop in performance when 

• No dynamic SSL, or

• No dynamic variance target (recall 
and )



SMU Classification: Restricted

Applications
Portfolio Allocation and Value-at-Risk

Portfolio Allocation Optimization
• Forecasts as inputs into mean-variance risk min. 

• Forecast of means as 𝝁, forecast of volatilities and 
correlations used to get 𝜮; 𝜆 is degree of risk aversion

• Use forecasts to get optimal allocation weights 𝕎

• 𝐸௙௢௥௘௖௔௦௧ realized return of portfolio with forecast 
models; 𝐸௡௔௜௩௘ realized return of portfolio with 
historical mean and co-variance

Value-at-Risk (Portfolio Risk)

• 10 day 95% VaR of $1m - means 5% probability of losses 
exceeding $1m over 10 day horizon for portfolio of assets

• VaR from forecasted volatilities and correlations

• Breach if actual realized loss > forecast VaR
• Percentage VaR breaches (% Br.), i.e. percentage of losses in 

testing set that led to VaR breaches
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Dynamic Multimodal Slot Concept Attention-based Network (DynScan) model
• Learning Dynamic Multimodal Network Slot Concepts from the Web for Forecasting Environmental, 

Social and Governance Ratings, ACM TWEB, Submitted & Under Review

Representative Work III
DynScan - Modeling Dynamic Networks with Dynamic Multimodal Attributes
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Overview

Concepts more resistant to noise and 
distributional shifts over time

Inspired by how humans scan for high level 
relational concepts as they learn over time

Attention-based slot concept encoder & 
decoder
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Overview

Learn underlying network slot concepts that 
capture dynamicity and multimodality
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Dynamic Multimodal Slot Concept Learning

Learn L slot concepts representing underlying 
dynamic multimodal network structures 
important for different prediction tasks

𝛽ௌ௅
௠

Learn attention scores that 
represent affinity of each node to 
each of the slot concepts

Sequential encoding of both dynamic 
networks and dynamic attributes

L (≪ |𝑉|) slot concepts represent underlying 
subgraphs 
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where (𝑚, 𝑚’) are the modality pairs and  𝐶 𝑥 = 𝔼( 𝑥 − 𝔼 x
ଶ

)

Inter-modality slot concept alignment
Maximize first and second order similarities of distributions – same slot across modalities should 

be similar

where

Intra-modality slot concept disentanglement
Minimize off-diagonals of covariances – different slots in one modality should be different

Dynamic Multimodal Slot Concept Learning
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• Dynamic networks: Global Database of Events, Language and Tone (GDELT) Global 
Knowledge Graphs (GKG) 

• Dynamic multimodal attributes: Time series of stock price, news articles, and events

• ESG ratings from Sustainalytics of NYSE (NY) and NASDAQ (NA) companies

Datasets
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Experiments

• Difference between DynScan and baselines larger for Env./Soc. ratings

• Env. and Soc. ratings forecasting tasks generally harder

• Gov. issues studied for a longer period, may be more stable and predictable

• Network information useful, but how it is captured important

• DynMix closest. Among other baselines, GRU-GATv2, DySAT perform well, but not EvolveGCN

• Similar observations for companies on NASDAQ

NY (NYSE)Selected Results
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Ablation Study

• Graph encoding important

• Slot concept alignment and 
disentanglement important

• Performance varies for different 
number of slot concepts
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Interpretability
Synthetic Static Network Datasets

Synthetic Dynamic Network Dataset

E.g., for BA-Shapes there 
are 4 motifs – part of
• base graph (label 0)
• middle of house (label 1)
• bottom of house (label 2)
• top of house (label 3)

3 motifs – base, 
circular, flow
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Interpretability
Static BA-Shapes Network

Selected Results

Synthetic Dynamic Network
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Interpretability

NY-Env NY-Soc NY-Gov

• S1, S2, S3 focus on nodes in complex and densely inter-connected network patterns, S4 and S5 focus on 
nodes in relatively simpler network patterns 

Selected Results
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Conclusion

• Intersection of multiple research areas - learning dynamic multimodal networks involves 
time-series, multimodal, and network learning

• Showed that effective learning of dynamic multimodal networks important for real world tasks

• Challenging due to heterogeneity and dynamic nature of information

• Research across three parts addressed key challenges, proposed nine models

• Collected 24 distinct datasets for experiments as dynamic multimodal network datasets not common

• Experiments focused on important HCI, financial, sustainability domains, but proposed models can be 
applied to other tasks and domains (e.g., DynScan on different synthetic datasets)

• Interpretability of models challenging due to diversity of information, but important to 
understand model predictions for the same reason 

• MAAN, EMAAN, HAMP, AHAMP, and DynScan models designed for interpretability
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Future Research

• Additional dynamic multimodal network datasets

• Many possibilities, e.g., creative, social media datasets

• Learning dynamic multimodal networks for tasks in other domains

• Generative or predictive tasks in creative (3D, video), economic (micro- & macro-
economic), social media domains

• Interpretability of dynamic multimodal network models

• E.g., model agnostic methods such as counterfactuals for what-if analysis


